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TRIGGER OVERVIEW AND DOE SCOPE
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Trigger Scope Overview
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Trigger requirements (DOE scope)
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Maintain performant trigger under high luminosity conditions 
Upgrade L1 trigger accept rate: 750 kHz

Upgrade L1 trigger total latency: 12.5 μs


Detector/Trigger Upgrades 
Tracking trigger for tracks with pT > 2 GeV

New high granularity endcap calorimeter 

Full crystal readout of barrel ECal 

New muon detectors for improved high η coverage and higher granularity 
readout


DOE trigger scope 
Barrel calorimeter

Correlator trigger (combining muon, calorimeter, tracker inputs)



System overview 
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A Possible HL-LHC Trigger Design

19

     Sorting/Merging Layer 
                                         

Endcap Muon Track Finder

MPC

CSC RPC

Correlator Trigger Layer-1  
(Particle Flow + PUPPI)

Splitters

ECAL EB HCAL  
HB

HCAL  
HF

single xtal

Barrel Regional Calo 
Trigger

Muon TriggerTrack Trigger

   GEM +  
   iRPC

Global Trigger

   Tracker Stubs

Barrel Global Calo Trigger

   HGCal EC

           Correlator Trigger Layer-2  
     (Obj ID: µ’s, e’s, γ’s, τ’s, jets, MET)

Barrel Muon Backend and 
formation of η & φ data 

DT

fan-out

Calorimeter Trigger

Vertex  
Finder

Track Finder Endcap Calo 
Trigger

LB

fan-out

Barrel Muon Track Finder

New for upgrade



System overview 

�8

A Possible HL-LHC Trigger Design
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General Algorithm Strategy
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Deliver a suite of algorithms which cover both robustness and has 
good physics performance  

Single system triggers* 
Robust, simpler algorithms 
Global Calorimeter Trigger objects

Track-only Trigger objects


Multi-system optimized reconstruction  
More complex, performant algorithms 
Track + muon correlated trigger objects

Track + muon + calorimeter correlated (particle flow and PUPPI) 
trigger objects

* muon system only 
triggers in NSF scope



Offline reconstruction flow
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Functional algorithm diagram
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Use inspiration from offline reconstruction for best performance

Particle Flow: 

efficient combination of complementary detector subsystems

particle interpretation of the event, improves any single system energy/
spatial resolution

Jet reconstruction in CMS 

27 11 Aug 2015 Andreas Hinzmann 
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Tracker 0.6% (0.2 GeV) – 5% (500 GeV) 0.002 x 0.003 (first pixel layer) 
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Tracker 
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CMS-DP-2012/012 

Particle Flow algorithm benefits from sub-detectors with best spatial+energy resolution 

Jet clustering 
(anti-kT or CA) 

Particle flow reconstruction 



PF, offline experience
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Large gains from PF on jet and MET resolutions

arXiv:1706.04965 [PF paper]

34 5 Performance in simulation
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Figure 13: Jet energy resolution as a function of pRef
T in the barrel (left) and in the endcap

(right) regions. The lines, added to guide the eye, correspond to fitted functions with ad hoc
parametrizations.
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Figure 14: Absolute difference in jet energy response between quark and gluon jets as a function
of pRef

T for Calo jets (left) and PF jets (right).

5.3 Electrons 35

The performance improvement brought by PF reconstruction is quantified with a sample of tt1069

events by comparing ~pmiss
T,PF and ~pmiss

T,Calo to the reference ~pmiss
T,Ref, calculated with all stable parti-1070

cles from the event generator, excluding neutrinos. The pmiss
T resolution must be studied for1071

events in which the pmiss
T response has been calibrated to unity. The pmiss

T,Ref is therefore required1072

to be larger than 70 GeV, a value above which the jet-energy corrections are found to be suffi-1073

cient to adequately calibrate the PF and Calo pmiss
T response. Figure 15 shows the relative pmiss

T1074

resolution and the ~pmiss
T angular resolution, obtained with a Gaussian fit in each bin of ~pmiss

T,Ref.1075
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Figure 15: Relative pmiss
T resolution and resolution on the ~pmiss

T direction as a function of pmiss
T,Ref

for a simulated tt sample.

5.3 Electrons1076

The electron seeding and the subsequent reconstruction steps are described in Sections 3.21077

and 4.3. In the reconstruction, electron candidates are only required to satisfy loose identifica-1078

tion criteria so as to ensure high identification efficiency for genuine electrons, with the poten-1079

tial drawback of a large misidentification probability for charged hadrons interacting mostly in1080

the ECAL. In this section, as is typically done in physics analyses, the electron identification is1081

tightened with a threshold on the classifier score of a BDT trained for electrons selected without1082

any trigger requirement [33].1083

The gain brought by the use of the tracker-based seeding in addition to the ECAL-based seed-1084

ing is quantified in Fig. 16, for electrons in jets and for isolated electrons produced in the decay1085

of heavy resonances. The left plot shows the reconstruction and identification efficiency for1086

electrons in jets as a function of the hadron misidentification probability. Electrons and hadrons1087

are selected from the same simulated sample of multijet events, with pT > 2 GeV and |h| < 2.4.1088

Electrons are additionally required to come from the decay of b hadrons. The electron efficiency1089

is significantly improved, paving the way for b quark jet identification algorithms based on the1090

presence of electrons in jets.1091

The absolute gain in efficiency for isolated electrons is quantified in the right plot for electrons1092

from Z boson decays in a simulated Drell–Yan sample, and for two different working points.1093

The first working point, used in the search for H ! ZZ ! 4 e [48, 49], provides very high elec-1094

tron efficiency in order to maximize the selection efficiency for events with four electrons. At1095

this working point, the addition of the tracker-based seeding adds almost 20% to the identifi-1096

improved jet pT resolution improved missing pT resolution

Particle flow impact



Pileup mitigation
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Figure 1: The distribution of ↵i, over many events, for particles i from the leading vertex

(gray filled) and particles from pileup (blue) in a dijet sample. For ↵F
i (left) we sum over all

particles as defined in Eqs. (2.1) or (2.4), for ↵C
i (right) we sum over charged particles from

the leading vertex as defined in Eq. (2.3). Both distributions consider only particles with a

pT > 1 GeV. Dotted and solid lines refer to neutral and charged particles respectively.

charged particles from the leading vertex as a proxy for all particles from the leading vertex.

To be explicit, in the central region the sum in Eq. (2.1) can be decomposed as

X

j

=
X

j2Ch,PU

+
X

j2Ch,LV

+
X

j2Neutral

, (2.2)

where Ch,PU refers to charged pileup, Ch,LV refers to charged particles from the leading

vertex, and Neutral refers to all neutral particles both from pileup and the leading vertex.

This leads to defining two versions of ↵ for when tracking information is and is not available.

↵C
i = log

X

j2Ch,LV

⇠ij ⇥(Rmin  �Rij  R0), (2.3)

↵F
i = log

X

j2event
⇠ij ⇥(Rmin  �Rij  R0). (2.4)

Notice that ↵F
i ⌘ ↵i in Eq. (2.1). Here it is renamed to stress the fact that we use this version

of ↵i in the forward region of the detector, as opposed to ↵C
i which is used in the central

region. E↵ectively, when tracking information is not available, we assume all particles in the

sum are from the leading vertex. While there are noise contributions from pileup, these are

suppressed relative to contributions from leading vertex particles by the pTj in the numerator.

Thus the algorithm can still assign weights in regions where there is no tracking.

Fig. 1 (right) shows the distributions of ↵C . When there are no particles from the leading

vertex around particle i to sum over, formally ↵i ! �1. In these cases the particle is assumed

– 5 –

Local discriminator Particle weights



Pileup mitigation
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Use inspiration from offline reconstruction for best performance

PUPPI (PileUp Per Particle Id): based on PF paradigm

Framework determines per particle weight for how likely a particle is from PU 
key insight: uses track vertexing and local radiation shape to infer neutral pileup 
contribution with QCD ansatz

26

FAST PF + PUPPI EFFECT

PF+PUPPI!

L1 trigger inputs PF+PUPPI output

L1 trigger algorithm on a ttbar event

Large reduction in particle content (bandwidth) for trigger calculations



Level-1 Trigger Menu
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Work in progress — full trigger menu
• Muons:  

• Track-matched muon 
• Stand-alone matched to L1 Tracks 
• BMTF: default matching, OMTF default matching, EMTF optimized matching 

• Electrons/Photons:  
• Stand-alone electron/photon from:   

• barrel clusters with dedicated WP for photons/electrons 
• HGCAL clusters with dedicated EG ID 

• Track-matched-electron: stand-alone electron matched to L1 Track  
• Track-matched-iso electron: track-matched electron with Tracks Isolation 
• Track-iso photon: stand-alone photon with Track Isolation 

6

• Jets/HT/MET:  
• PF+Puppi Jets/HT/MET: from clustering of PF+Puppi candidates 

• HT computed with jets with pT>30 GeV and |η|<2.4 

• Taus:  
• PF+Puppi Taus: Phase2 HPS Tau algo on L1 PF+Puppi candidates 
• PF+Puppi Iso Taus: isolation defined with sum of PF+Puppi charged candidates 

Algorithms



Level-1 Trigger Menu
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12

Pure L1 algos: Muon, EG, Tau, Jet, MET, HT

L1_SingleTkMu (single muon)                                     18.7                        22                  |η|<2.4  
L1_DoubleTkMu (double muon)                                  1.5                       15,7                |η|<2.4, dZ<1cm 
L1_TripleTkMu (triple muon)                                       11.9                    5,3,3                |η|<2.4, dZ<1cm 
L1_SingleTkEle (single electron)                                  95.8                       36                 |η|<2.4 
L1_SingleTkEleIso (single electron iso)                       90.5                       28                 |η|<2.4 
L1_SingleTkEMIso (single photon iso)                        66.4               36 (NA Now)        |η|<2.4 
L1_TkEleIso_EG (single ele iso + EG)                          59.8                    22,12               |η|<2.4 
L1_DoubleTkEle (double ele)                                       67.0                    25,12               |η|<2.4, dZ<1cm 
L1_DoubleTkEMIso (double photon iso)                     23.1          22, 12 (NA Now)       |η|<2.4 
L1_SinglePFTau (single tau)                                          7.9                     120                  |η|<2.1 
L1_PFTau_PFTau (double tau)                                      4.0                    70,70                |η|<2.1 
L1_PFIsoTau_PFIsoTau (double tau iso)                    11.8          44, 44 (33,33 Now)   |η|<2.1 
L1_SinglePfJet (single jet)                                             54.4               180 (200 Now)     |η|<2.4 
L1_DoublePFJet_dEtaMax (double jet dEta)            62.8    125,125 (112,112 Now)  |η|<2.4, dη<1.6 
L1_PFHT (ht)                                                                   19.7                    360                                   
L1_PFMet (met)                                                               71.7                   150

Rates (kHz) Thresholds 
(‘offline’, GeV)

Additional  
requirements

Now = 2018 data taking (2.0E34)



Level-1 Trigger Menu
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Cross triggers: Mu+X, EG+X(X!=Mu), Tau+X(X!=Mu,EG),  Jet+X (X!=Mu,EG,Tau)

L1_TkMu_TkEGIso (mu,eleIso)                                    3.3                 7,20                 |η|<2.4, dZ<1cm 
L1_TkMu_TkEG (mu,ele)                                               9.1                  7,23                |η|<2.4, dZ<1cm 
L1_TkEG_TkMu (ele,mu)                                               4.2                10,20            |η|<2.4, dZ<1cm 
L1_TkMu_DoubleTkEle (mu,ele,ele)                           2.7               6,17,17             |η|<2.4, dZ<1cm 
L1_DoubleTkMu_TkEle (mu,mu,ele)                          9.4                 5,9,9               |η|<2.4, dZ<1cm 
L1_TkMu_PfHTT (mu,HT)                                             6,7                 6,240               |η|<2.4, dZ<1cm 
L1_TkMu_PFJet_dRMax_DoubleJet_dEtaMax       18.7             12,40,40            |η|<2.4, dR<0.1, 
(mu, jet, jet)                                                                                                                           dη<1.6, dZ<1cm  
L1_TkMu_PfJet_PfMet (mu,jet,met)                          37.4     3,120 (100 Now),60  |η|<2.1/2.4, dZ<1cm 
L1_DoubleTkMu_PfJet_PfMet (mu,mu,jet,met)     22.7             3,3,60,70           |η|<2.4, dZ<1cm 
L1_DoubleTkMu_PfHT (mu, mu, ht)                          3.3                 3,3,220            |η|<2.4, dZ<1cm 
L1_DoubleTkEle_PfHT (mu, ele, ht)                           21                  8,8,300            |η|<2.4, dZ<1cm 
L1_TkEleIso_PfHT (eleIso, HT)                                   21.9                26,100          |η|<2.4, dZ<1cm 
L1_TkEle_PFJet_dRMin (ele, jet)                             103.1       28,60 (34 Now)      |η|<2.1/2.4, dR>0.3, dZ 
L1_PFIsoTau_TkMu (tauIso, mu)                                 8.9                  24,18               |η|<2.1/2.4, dZ<1cm 
L1_TkEleIso_PFIsoTau_dRMin (eleIso, tauIso)      41.7                22, 26              |η|<2.1/2.4, dR>0.3, dZ 
L1_PFIsoTau_PFMet (tauIso, met)                              14.5        50,(40 Now) 120    |η|<2.1 
L1_PFHTT_QuadJet (ht, quadjet)                               21.2       320, 70,55,40,40    |η|<2.4 

TOTAL RATE                                                477 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

Rates (kHz) Thresholds 
(‘offline’, GeV)

Additional  
requirements

(target: 750 kHz)



ALGORITHM DEVELOPMENT
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Goals of this talk: 
Present algorithm status, physics performance, and 
firmware readiness towards trigger baseline design 
in DOE scope 



A note on algorithm development
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FPGA development of algorithms in languages like VHDL or Verilog 
(RTL) have long development cycles and require a lot of 
engineering support 
New tools: HLS, high level synthesis 

C-level programming with specialized preprocessor directives 
which synthesizes optimized firmware  

Particle flow example: 
Algorithmic firmware developed in 2-3 months using HLS, only 
physicists 

Engineering firmware support still required (of course!) — our 
experience: system interfaces, infrastructure, and signal routing, 
etc.



Functional algorithm diagram
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Functional algorithm diagram
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Functional algorithm diagram
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Calorimeter clustering
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Barrel Calorimeter Trigger structure

A.Savin, UW 10

ECAL 
VFE+FE

HCAL 
RBX HCAL BE

ECAL BE

CALO 
TRG L1

CALO 
TRG L2

36x

216x

36x

2448x

36x

3x

12:1 ratio

1:1 ratio

12:1 ratio
To GT/Correlator

9792 fibers

1152 fibers

216 fibers

Only data fibers represented

288 fibers

RCT GCT

Barrel Calorimeter and 
Calorimeter Trigger segmentation

6/13/2018 A.Savin, UW 7

Towers
Task: absorb data from 
calorimeter backend electronics;

New — single crystal granularity 
from ECal

Regional Calorimeter Trigger (RCT) — clusters and towers 
Top 12 3x5 EG clusters per region (and shower shape info) 


+ unclustered energy saved in tower information



Calorimeter clustering
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Clustering procedure implemented using HLS

Moderate resource usage (8% FFs, 13% LUTs, 72 clock latency)


Room for:

Tower computations (depth),  
cluster ID, and calibration 

resources

Summary of BCT logical input/output data

6/13/2018 A.Savin, UW 3

+ information from GCT to GT – need to be agreed with GT
For hardware please see talk presented by Ales !

  4

ECAL Crystals (electron, PU200)

● Average energy fraction per crystal as expected

  6

Shower Shape (PU200)

● Good discrimination power in shower shapeCluster ID with NN in development



Cluster calibration
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Full cluster calibration chain similar for endcap and barrel calorimeter

Calibrations currently set up as a look up table:


pT, eta, EM fraction

  16

PF Calibration Chain in L1
● Calibration and merging step:

– Recalibrate/Redefine Calorimeters

– Scale corr as LUT in p
T
,emfaction (investigating more)

Calo
Clusters

EM
Clusters
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Clusters

EM
Clusters
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Tracks Propagate to Calorimeter

Cluster to 3x3 cells

Calibrate to PhotonH
G

C
a
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Calibrate to Pion
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Merge

Merge

E/γ clusters



Functional algorithm diagram
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PF+PUPPI schematic
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PF+PUPPI schematic
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PF inherently local, 
Event regionalized into 
0.6η x 0.6φ blocks



Particle flow regions
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PF	with	3D	clusters	
13.12.18	 G.	Petrucciani	(CERN)	 16	
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Vertexing algorithms
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Vertexing can be done in parallel to particle flow but is 
needed for pileup mitigation techniques

First “fast histogramming” 
algorithms implemented 

as a baseline, 
improvements and 

alternative approaches 
under study



Vertexing
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Resources are reasonable (several  %)

Considering to send multiple vertices for best coverage


Important for softer processes



PUPPI
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α = log ΣNEIGHBORS (pT/ΔR)

PILEUP-LIKE

NOT PILEUP-LIKE

Central region, look at charged primary vertex particles

Forward region, look at all neighboring particles

Upshot: two “flavors” of PUPPI on whether you have tracking information

“Forward PUPPI” requires more resources



Resources, PF + (Central) PUPPI
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For typical region with 25 tracks and 25 EM/had clusters each

Further optimizations of the algorithm improve resource usage

Also consider computing PUPPI for multiple vertices to increase 
reconstruction efficiency

10

Resources and Timing

● Results for 25 tracks and 25 calo clusters

● Keep only max pT for each particle

● Each additional vertex adds ~5% LUTs (VU9P)

# Vtx 1 3 5

Latency
(cycles)

124 125 126

LUTs as 
Logic (%)

41.22 50.73 59.72

Registers
(%)

22.74 25.79 29.68

DSPs
(%)

38.67 39.43 40.37

barrel PF + PUPPI


algorith
m



Resources, PF + (Forward) PUPPI
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For typical region with 25 tracks and 25 EM/had clusters each

Further optimizations of the algorithm improve resource usage

Also consider computing PUPPI for multiple vertices to increase 
reconstruction efficiency

Forward PF + PUPPI


algorithm



Jet and HT performance
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PF+PUPPI algorithms bring significant improvement for hadronic trigger 
objects


Continual improvements to algorithms

Jet algorithms still offline style, work in progress

HT	performance	

07.03.19	 G.	Petrucciani	(CERN)	 10	

full	set:	https://cern.ch/gpetrucc/drop/plots/l1stage2/105X/from104X/v3/pu_v3.2	

HT	trigger,	|η|	<	2.4,	20	kHz,	ttbar	signal	

Multi-Jet	performance	

07.03.19	 G.	Petrucciani	(CERN)	 8	

full	set:	https://cern.ch/gpetrucc/drop/plots/l1stage2/105X/from104X/v3/pu_v3.2	

4-jet	trigger,	|η|	<	2.4,	20	kHz,	ttbar	signal	
HT triggermultijet trigger



MET performance
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Tuning of the PF+Puppi algorithm for MET performance 

Comparison against other types of MET

Significant gains in MET rates/efficiency for the full 
PF+PUPPI MET

  48

Final MET performance
● Final tuning of the MET performance

– Significant gains come from PUPPI MET 

● Gains are larger in forward region (PUPPI includes FWD)

– PUPPI MET is the dominant algorithm

● Using only leading vertex (not all multiple vertices)

VBF Hinv vs MBttbar vs MB



Functional algorithm diagram
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Calorimeter 
clustering and ID 
and calibration

Track+muon tracks 
Track+muon stubs 
Displaced muons

Track propagation 
Particle Flow algorithm 

PUPPI algorithm

Vertexing 
Track jets 
Track MET 

Track combos

Calo Jets, MET, 
EG objects, 

taus

baseline algo firmware

trk+mu trk
trk+mu stub

displaced

Legend
done

in progress

unstarted



Muon-track correlation
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TT track-endcap standalone muon correlation:  Dynamic Window Matching
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✓ pT dependent matching in η & φ  
✓ Large rate reduction achieved 

w.r.t. fixed ΔR matching 
➡ 10 kHz @ 20 GeV 

✓ High efficiency

Florida 
Fermilab 
Belgrade
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Muon-track correlation
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Variants of muon algorithms to improve muon performance as 
much as possible

Track + muon stubs very efficient but non-linear effects with 
pileup — optimal cuts found to improve performance

TT Track Plus Barrel Muon Stub (TPS) correlation algorithm
✦ The algorithm matches tracks from the track trigger to 

individual stubs in the muon system, requiring at least 
one stub (TPS-1) → very efficient but highly non-linear 
with PU


✦ Applies selection cut on the bending angle φb ’s pull 
which reduces the rates maintaining the overall 
efficiency


✦ The optimal cut is found at φb pull Pφb ≤ 4

New �b Cut
Applied a new selection criterion based on bending angle �b.

-10 -8 -6 -4 -2 0 2 4 6 8 10
P�b

10�5

10�4

10�3

10�2

10�1

AU

µ Sample
⌫ Sample

CMS Simulation, 140 PU

Selection cut for P�b similar to selection cuts made on track angle �. Chose
cut at P�b  4.

Will reduce rates.
Should maintain overall efficiency.

D. Hamilton, M. Bachtis (UCLA) TPS Algorithm October 9, 2018 3 / 9

Efficiency loss in region 0.15 ≤ |η| ≤ 0.35 is due to detector gaps → less likely to find stubs in gap since it can have at most 2 
Yet, there is significant improvement w.r.t. TP algorithm (from iTDR) and K-BMTF

✴ Started process of translating to firmware code

✴ Track propagation + stub matching module exists using 8 DSPs in 2 clocks at 200 MHz

Phase-2 Trigger Upgrade Annual Review 13/11/2018 Costas Vellidis 11

UCLA



Functional algorithm diagram
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Calorimeter 
clustering and ID 
and calibration

Track+muon tracks 
Track+muon stubs 
Displaced muons

Track propagation 
Particle Flow algorithm 

PUPPI algorithm

Vertexing 
Track jets 
Track MET 

Track combos

Calo Jets, 
MET, EG 

objects, taus

baseline algo firmware
calo jet
trk jet
τ’s

calo e/γ

Legend
done

in progress

unstarted



Calo-only jets

�42

Robust trigger builds jets only from calorimeter information

Algorithm is based off of current trigger algorithm


Reduced size jets due to increase pileup (7x7 towers ~ R = 0.3 jets)

Resource usage well understood from current implementation



Calo-only jets
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Robust trigger builds jets only from calorimeter information

Algorithm is based off of current trigger algorithm


Reduced size jets due to increase pileup (7x7 towers ~ R = 0.3 jets)

Pileup corrections

in development

Performance under control



Track Jet algorithm in a nutshell
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Track jet performance
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Performance studies show good performance;

quad jet triggers 95% efficient at 75 GeV

First firmware 
implementation fits with 
vertexing on the track-
only board



FIRMWARE-HARDWARE DEMONSTRATION
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Demonstration
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Ultimately, need demonstration of algorithm, firmware, and 
hardware


Developing a phased approach to work on each piece in 
a modular way

Hardware development in progress, see next talk!


Develop algorithms as a firmware blocks

Develop firmware infrastructure using similar legacy 
hardware


Evolve hardware step-by-step



Demonstration
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Generation 0

Legacy μTCA boards with Virtex-7 FPGA (CTP7)

Multi-board algorithm demonstration


Generation 1

CTP7 boards with improved link protocol (64/66b)


Generation 2

Mixed CTP7 + APx (new ATCA with Virtex Ultrascale+)


Generation 3

All APx setup



Generation 0 demonstration
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A first demonstration

2

Introduction

● Tutorial/demonstration given by Ales during Dec CMS 
Week on APx Gen-0 test stand at CERN

– Slides here

● Setup allows:

– board-to-board 
tests

– first order test of 
full correlator system

● Been working on implementing L1 PF+PUPPI, as well as 
Layer-2 tau algorithm

– Using UW setup for now

● Will present a summary of the process and lessons learned



Demonstration

�50

A first demonstration

5

APx Firmware Infrastructure
(reminder slide from Phase-2 workshop in UK)

A. Svetek, U. Wisconsin, 
November 15, 2018 APx Engineering Update



Demonstration
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A first demonstration

5

APx Firmware Infrastructure
(reminder slide from Phase-2 workshop in UK)

A. Svetek, U. Wisconsin, 
November 15, 2018 APx Engineering Update



Particle flow demonstration
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First demonstration is the PF + PUPPI algorithm in the 
Generation0 setup


Reduced input PF block (10 Tracks, 10 EG, 10 Had objects)

Run the demo in both 1-board and 3-board configuration


Perfect agreement in expected outputs, HLS outputs, and HW 
results

Can test bigger 
blocks too

**Muon algo 
demonstration 
also performed 
using legacy 
hardware



SUMMARY
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Summary of algorithm status
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baseline algo firmware

Clustering
ID

Calibration
Track prop
PF block
Vertexing

PUPPI
trk+mu trk

trk+mu stub
displaced

calo jet
trk jet
τ’s

calo e/γ

Legend
done

in progress

unstarted

Suite of algorithms to meet  
physics needs (menu) 

demonstrated

Firmware for most 
resource intensive 

algorithms within system 
requirements to meet 

mission need



Institutions and contributed labor
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Contributing institutions  

Clustering and ID: UW

Calibration: MIT, Fermilab, UIC

Track propagation: TAMU

Muon-track correlation: UCLA, UF, TAMU, Fermilab

Vertexing and track-based objects: CU Boulder, Rutgers

Particle Flow and PUPPI: MIT, Fermilab, UIC

Calo-based objects: UW



Summary

�56

Algorithm performance and firmware have progressed 
since 2018 CD1 

Algorithms for: barrel calorimeter trigger, global 
calorimeter trigger, correlator (including vertexing, track-
based objects)


Full demonstration system for algorithm firmware 
progressing 

First demonstration performed


In sync with iCMS milestones for TDR in 2019



BACKUP
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